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Abstract: Spoofing of global navigation satellite system (GNSS) signals threatens positioning systems.
A counter-method is to detect the presence of spoofed signals, followed by a warning to the user.
In this paper, a multi-antenna snapshot receiver is presented to detect the presence of a spoofing
attack. The spatial similarities of the array steering vectors are analyzed, and different metrics are
used to establish possible detector functions. These include subset methods, Eigen-decomposition,
and clustering algorithms. The results generated within controlled spoofing conditions show that
a spoofed constellation of GNSS satellites can be successfully detected. The derived system-level
detectors increase performance in comparison to pair-wise methods. A controlled test setup achieved
perfect detection; however, in real-world cases, the performance would not be as ideal. Some detection
metrics and features for blind spoofing detecting, with an array of antennas, are identified, which
opens the field for future advanced multi-detector developments.

Keywords: GNSS; beamforming; server-based processing; antenna array

1. Introduction

Spoofing, the transmission of false signals to manipulate a receiver, is a significant threat to
the security, reliability, and integrity of the global navigation satellite system (GNSS) users [1,2].
A spoofer aims to manipulate the position, velocity, and time (PVT) solution of the receiver and
is consequently associated with criminal, terrorism, and military activities. Transmitting, and by
extension spoofing, in unallocated radio frequency (RF) spectrum, or transmitting without permission
isillegal, according to international spectral policies and agreements [3,4]. However, this does not deter
spoofing attacks [5]. There are many anti-spoofing methods and schemes to detect spoofing [2,6-8];
however, many of these fail when a spoofing attack is more sophisticated (e.g., a synchronized attack) or
cooperative (i.e., the owner of the receiver assists with the attack) [9]. A transmitter in a spoofing attack
is usually terrestrial [5]. Therefore, the spatial distribution over the open-sky of real GNSS signals is
not emulated. Consequently, spatial detection methods have proven a continued success, independent
of the spoofing method used [10,11]. Spatial detection methods require either the utilization of an
array of antennas or a highly directional antenna [12]. Most commonly, an array of antennas that is
time and frequency-synchronized is required, such that detection methods, like direction-of-arrival
(DOA) estimation, can be applied.

This article applies array-based spoofing detection methods to server-based GNSS processing
methods. Server-based GNSS processing allows for the remote evaluation of GNSS signals, based
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on a signal recording (i.e., baseband samples) made by a receiver [13]. As the processing is done
remotely, it is also referred to as cloud GINSS [14], or snapshot processing, as a small snapshot of
baseband or intermediate frequency data is sent from the receiver to the server for processing [15,16].
In turn, the server computes the PVT solution of the snapshot. One aim of this technique is to remove
the processing burden from the receiver and to transfer it to the server. Server-based processing can
be applied to low-power devices [17,18], which cannot afford a full GNSS receiver for positioning.
This saves on power and weight requirements for the receiver as well as the associated system.
Hence, it is often used for low size, weight and power (SWAP) devices. Applications such as remote
sensing and animal tracking can benefit from this technique [19]. Mobile devices can also profit from
this approach [13]. Another application for server-based processing is the verification of a receiver’s
position using encrypted GNSS signals [20,21]. Inexpensive receivers typically do not have the required
security module to allow cryptographically protected GNSS signals to be used on-board, but a server
containing this security module can outsource the capability without exposing sensitive information.
A snapshot of data may be sent to this server for authentication. Snapshot receivers have a limited
window of data. Therefore, many popular temporal spoofing detection methods are not applicable [9].
This further emphasizes the need for spatial detection methods for snapshot-based receivers.

This article presents multiple spoofing detection methods using an antenna array in conjunction
with a snapshot receiver. It extends on the previous snapshot-based blind spoofing detection
methods [22], by considering a system of detectors to improve the overall detector performance.
An exploratory approach is used with empirical analysis, to identify suitable detection metrics.
The snapshot concept aims to transfer the processing load to the server and to maintain receiver
complexity and requirements as low as possible. Therefore, the benefits of array processing can be
applied to SWAP devices. The drawback of using multiple antennas is that it requires synchronized
receiver channels. This increases the system complexity and cost which makes this technique
counter-productive for low SWAP devices. However, it can be argued that this is a necessity for
reliable spoofing detection. DOA based detection requires the array to be calibrated, which further
increases the cost and complexity of the system. The focus of this research was to develop and assess
blind detection methods which do not require DOA, thereby reducing the receiver complexity, cost,
and the need for array calibration.

A background on snapshot receivers, server-based processing, and the implementation of
beamforming to improve performance is provided in Section 2. The spoofing detection algorithm for a
single pair of spoofed satellites is presented in Section 3, with additional theoretical analysis to support
performance expectations. An expansion to system-level detection methods is done in Section 4.
The experimental setup is introduced in Section 5, results are presented in Section 6, and discussed in
Section 7. Finally, conclusions are drawn in Section 8.

2. Snapshot Receivers and Beamforming

A snapshot receiver operates with a few milliseconds of raw data obtained by the analog-to-digital
converter (ADC) output following the RF front-end [15]. This raw data snapshot is sent to a server for
processing. As there are limited data available, the server can only achieve signal acquisition: there are
not enough data available for a tracking process, nor sufficient data to obtain any information from
the navigation message. Since the ephemeris cannot be decoded, this information is obtained from
a secondary source. A direct pseudorange cannot be derived from the acquisition results since the
transmission time of the satellite is not available. However, given a rough receiver position and time
estimate together with the ephemeris data, pseudorange reconstruction can be achieved [23]. Once the
PVT has been calculated and verified, the result might be sent back to the receiver, depending on the
architecture and needs of the receiver.
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2.1. Acquisition Signal Model

Acquisition forms the base of the entire processing chain—not just for initialization like with a
conventional receiver. Therefore, it is important to have high performance during this stage. Since the
transport channel between the receiver and the server is often limited, the snapshot size is reduced to
satisfy data transmission requirements. This is a trade-off for the receiver, since the smaller the snapshot
is, due to length, sample-rate, and quantization reduction, the poorer the acquisition performance [24].
Acquisition performance with snapshot receivers using multiple antennas has been investigated in a
previous study [25]. This method has shown good performance, as it uses both spatially incoherent
and spatially coherent integration (i.e., beamforming) to improve acquisition performance.

The received signal system x(t) can be described as:

x(t) = A xs(t) +n(t), 1)

where x(t) is the received signal for each antenna element, represented as a number of antenna
elements N, sized column vector; n(t) is a N, sized noise vector and is assumed to be additive white
Gaussian noise (AWGN); A is a Ne X N matrix containing the array vectors for each of the N; signals.
This A matrix is defined as:

A=layay,-an], @)

where a; is a column vector of size N, describing the complex array coefficients. These are a function of
the DOA of the signal, the position of the antenna elements, the gain of the receiver channels, and the
phase offset for the receiver channels. The received signal vector s(t) is a N x 1 vector, where each
element represents a different GNSS signal form a different satellite. For the i-th satellite, the received
signal is defined as:

5i(t) = a1yt = T) - di(t —7) - TP, ®)

where g; is the complex gain for the signal (i.e., amplitude and phase); T is the code phase (i.e., the time
offset); r;(t) is the pseudo random noise (PRN) code for the specific satellite; d;(t) is the modulated data
on the signal and is—dependent on the signal type—a combination of the navigation message and the
secondary code [26]; and fp is the Doppler frequency offset induced by the relative movement between
the satellite and the receiver. To isolate a single signal, the acquisition stage correlates the received
signal with a replica. The replica typically contains a single iteration of the PRN code. In general, PRN
codes are selected to have good cross- and auto-correlation properties; hence, the correlation enhances
the correct signal while suppressing other signals, interference, and noise. As an example, a single
received signal will be:

Yij(t) = si(t) 7 4)

(t) _ {[Xi -d;(t) - Ri,i(T)TintSinC (Tint/D) 1fl = ] /

0 ifi #j
where “x” is the correlation function; R; ;(-) is the cross ambiguity function (CAF) for the given PRN
sequence; Ty is the integration time used during correlation; and sinc(-) is the sinc-function, also
called the sampling function [27]. From this equation, it is clearly illustrated how the PRN sequence
can isolate the selected signal. Further, if the code phase offset T and the Doppler offset fp is zero, the
correlation will have a maximum value. To find these values, which are the maximum correlation peak,
is the purpose of the acquisition processing. This is done by modulating the replica with different
Doppler frequencies and by shifting the replica code with different time delays.

Typically, the longer the integration time T, is, the more processing gain is achieved, which results
in better performance and noise suppression. However, this is limited by the bit-transitions of the
modulated data d; (t) In the worst case, a bit-transition can result in deconstructive self-interference,
which will completely remove the signal during the correlation stage. As such, either the bit-transitions
need to be estimated or incoherent integration is required. As the PRN sequence r(t) is periodic in
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time, the correlation output y; ;(t) is also quasi-periodic: the magnitude of the correlation function
is periodic in time, but the phase is not, due to the modulated bit-stream. To combine these values
incoherently in time, the squared values are summed:

Ninco_l I\]inco_1
yfjinw (t) = 2 yi,j(t —1- TrEP) X y;"j(t —1- TrEP) = 2 Hyi,j(t -1 Trep)H2 ’ ()
1=0 1=0

where Njn, is the number of temporal incoherent epochs to use, Trep is the repetition interval for the
PRN code, (-)* is the complex conjugate of the function, and ||-|| is the magnitude function. As these
values are added incoherently, longer effective integration times can be achieved. However, due to the
incoherent addition, there is also a squaring loss. This makes this method less effective in comparison
to temporal coherent integration, but it is significantly more robust to bit-transitions.

2.2. Spatial Acquisition Techniques

Combining all spatial channels coherently results in improved acquisition performance [25].
This is also referred to as beamforming or array processing [28]. It can be done before or after
correlation [29,30], referred to as pre- and post-correlation beamforming. Typically, pre-correlation
beamforming is preferred, as this is more processing efficient than post-correlation beamforming since
fewer correlation operations are required. An array steering vector is used to combine the data from
each of the channels. The function of the array steering vector is to correct the amplitude and phase
offsets from each channel, such that signals are aligned and can be coherently combined. An array
steering vector b; is a column vector of size N x 1. Pre-correlation beamforming can be described as:

yfje(f’fD) = (blT X x(t)) *T’j(t — T,fD) , (6)

and post-correlation beamforming as:

v (T fo) = bl x (x(D) xrj(t =1, fo) @)

As both these correlation processes and the matrix multiplications are linear, these operations
are per definition associative. Therefore, the outputs of both functions are mathematically equal.
The disadvantage of coherent spatial integration is that the array steering vector b; should be known.
This can either be estimated or be determined theoretically if sufficient a-priori information is available.
An alternative approach is incoherent spatial integration. This follows a similar approach to incoherent
temporal integration, but instead of exploiting the periodicity of the signal, it exploits the temporal
similarities between the antenna channels. Once again, the correlation functions have peaks at the
same locations; however, with different phases. Incoherent spatial integration for y}“co (7, fp) can be
described as:

Ne
y}nCO(T,fD) = ; Hxi(t) *Tj(t — TrfD)H . (8)

Using spatial incoherent acquisition does not suppress interferences or other signals. Further,
it also has a squaring loss. Hence, it is less effective against noise in comparison to coherent
beamforming. However, it allows the correlation peak to be found more reliable than only using a
single channel. Once the corrected code phase T and Doppler offset fp is found, the array steering
vector can be determined. Let the correlation output vector y; (7, fp) for each channel be defined as:

yi(T, fp) =x(t) *r; (t =T, fp) - )
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If the code phase T and Doppler offset fp are correctly estimated, it can be shown to be equal to:
yl-(’l.',fD) = a; 0; - Ri,i(()) +ng, (10)

where o is the Hadamard product, and n. is the noise vector after correlation. From these values the
array steering vector can be simply estimated:

b; = (y;(t, fp))° ", (11)

where (-)°~! is the Hadamard inverse (i.e., an element wise inverse). Note that in this case the

array steering vector also contains the corrections to the receiver phase and amplitude errors («;).
Hence, these do not need to be estimated separately. More sophisticated methods to determine the
array steering vector can also be implemented [31-34]. Lastly, if incoherent temporal integration was
used, like with Equation (5), then the average phase and magnitude offsets relative to the first element
is done. This removes the bit-transitions in the code as well:

Ninco—1 )
bi= Y (yi(t—1 Teep fp))° '@ TNl Tepfo), (12)
1=0

where “/” is the angle operator.

2.3. Combined Acquisition Strategy

An effective blind acquisition technique, which firstly implements incoherent spatial integration
to find the correct correlation peak, secondly estimates the array steering vector, and thirdly does
coherent spatial integration, has already been developed [25]. This method is completely blind, as no
DOA estimation is done. Figure 1 shows the method that was used for acquisition and to estimate the
array steering vector. Consequently, no calibration or information about the array configuration or
orientation is required. The acquisition method first applies incoherent spatial acquisition followed
by coherent spatial acquisition with an estimated array steering vector to improve performance.
As this application focuses primarily on beamforming, the array steering vector is also referred to as
the beamforming steering vector or the beamforming weights. Hence, these terms in this scenario can

()]
4 D/ T
Cor A L] - 7 74>|1 Acq |—>|D Comp |f—>

be used interchangeably.

x 1 h 4
corr. vals IESE' f(C),T(C)
beamforming vector
>'_|B l?ll ,1’ >'ch

Figure 1. Block diagram for a blind beamforming acquisition method.(©IEEE. Reprinted, with permission,
from [22].

Firstly, blind incoherent acquisition is carried out for each receiver channel. The received signals
from every array element are correlated simultaneously with the replica of the current satellite (denoted
by “Cor”). The absolute squared values of the correlations are added (“}_| - |>”) in order to estimate

the code phase T\ and carrier Doppler fl()I ) in the acquisition stage (“Acq”). If the satellite is acquired,

then the array steering vector is estimated (“Est”) with the code phase 7(!) and carrier Doppler f]g ) from
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the incoherent acquisition results. Once the vector is estimated, the receiver channels are weighted
accordingly (denoted by “BF”) and a second acquisition takes place. This time the coherent 7(©) and
)
frequencies from the first (incoherent), and the second (coherent) acquisitions are compared. If there
is a significant difference, the satellite will be discarded and not used after acquisition. This allows
a secondary test to remove false positives from the acquisition process. This double acquisition is
processing-intensive, but it has shown high reliability and false acquisition suppression in previous
studies [25].

A limitation of this method is that the estimation of the array steering vector is based upon the

carrier Doppler fl(jC are determined. After the second acquisition stage, the code phases and Doppler

results of incoherent acquisition. These values may contain multi-path or cross-correlation components
from other signals, which can obscure the estimation process. In turn, the erroneous array steering
vector may form a beam that does not sufficiently suppress these unwanted signal components.
This raises concerns, especially in harsh environments with significant multi-path components, as it
may result in offsets in the acquisition estimates, which in turn result in a degraded PVT solution.

3. Single Detection

Spoofing detection with an array of antennas has been proven successfully [11,35,36]. However,
this requires a calibrated array, known array orientation, known receiver phase offsets, and a
synchronized receiver. These methods are DOA based and estimate the direction to each satellite. As
the snapshot concept aims to outsource the processing to the server, it implicitly shifts the cost of the
system away from the receiver. However, all calibrations required for array processing would increase
teh cost and complexity of the receivers. One solution to counteract high complexity and cost is to use
blind array processing. Further, most array steering methods are also applied to conventional receivers
where successive and recursive estimation on a continuous signal is available.

A drawback of blind methods is that the detection is relative: a single signal originating from the
wrong direction cannot be detected. However, if multiple signals originate from the same direction,
they can be detected. Since a constellation of signals is usually spoofed, this would not be an issue
in real-life scenarios. However, in the case of distributed spoofing attacks (i.e., multiple spoofing
transmitters) [37], it would be significantly more difficult to detect. Fortunately, distributed attacks are
rare, due to the associated difficulty [7,37].

The spoofing detection algorithm presented in this article uses the array steering vector obtained
in acquisition (see Section 2), as this information is already available and can be used. The array
steering vector is tested for similarity by correlating each pair of vectors with each other. If the signals
originate from the same direction, then they have similar vectors and have a high correlation value.
The detector is based on this correlation value and implements a detection for each pair of array
steering vectors.

The detector implements a detection for each pair of steering vectors. Hence, a system of detections
is developed. This makes the detection process more efficient. First, all the estimated array steering
vectors b,, are stacked in a matrix B:

B = [bl/b2/'-~/bNS] 7 (13)

where b;, is a column vector for the array steering vector for the n-th satellite. The constellation consists
of a total of N satellites. B is a number of elements N by the number of estimated steering vectors Ny
sized matrix. The matrix is correlated to get a non-normalized correlation matrix C:

C=B"xB, (14)

where ()" is the Hermitian transpose of the signal and “x” is a matrix multiplication. Each element
in the matrix is equivalent to the dot product between each pair of steering vectors. C is a Ng by N
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Hermitian matrix. To normalize the matrix, the magnitude values of the auto-correlations need to

be determined:
¢ =,/diag(C), (15)

where ¢ is a column vector containing the magnitude values, and diag (-) takes the diagonal of a matrix.
The normalized correlation matrix Cporm is calculated as:

Cmmn::%{C}o<cch)m4, (16)

where R {-} takes the real component of the correlation, o is the Hadamard product, and (-)°~! is the
Hadamard inverse.Cporm is also an Hermitian matrix. Each element of this matrix has the form:

ool Tom ]| <05 (Erm) an

Cnorm (1, m) =
where ||b,|| is the magnitude of the n-th beamforming vector. Each correlation can be regarded as
the cosine of the angle ¢, ;; between two array steering vectors. This is not the spatial angle of the
DOA between two satellites (also referred to as the incident angle of the array), but a measure of how
similar the two steering vectors are. For the remainder of this article, this angle will be referred to as
the steering vector angle.

As an example, a uniform linear array (ULA) with an inter-element spacing of half a wavelength
has beamforming steering vectors in the form of:

b= [ejn-l‘siné), ejn-z‘sinGI . ejrf‘Ne-sinf)]T , (18)

where 0 is the spatial angle (incident angle) to the broadside of the array. For a two-element array,
the steering vector can be proven to have the form:

cos (£12) = cos (&) = cos? (gsine) ) (19)
In this case, the steering vector angle ¢,; diverges rapidly from the spatial angle 0 (array
incident angle).
Figure 2 shows the expected behavior for ULAs with different number of elements. As the
number of elements increases, the beamforming angle separates quicker with smaller spatial angles.
Consequently, with more elements used, increased diversity can be exploited for detection.

120
=100 o 1
q) ".. ”
3 .,.,’":
= e
o 80 ST e J
S A
[y s <
« |\ /i
i) 2 A O (U =y const.line
o | [fi oo . 7 —N =
g ‘‘‘‘‘‘‘‘‘‘ el —
g aor i sl S - NeI = i
¢ N =
n 200 e e e Na=6 [

_Nel =8

30 40 50 60 70 80 90
Spatial angle 6 [deg]

Figure 2. Spatial angle 6 vs. steering vector angle ¢y, , for a ULA. (©IEEE. Reprinted, with permission,
from [22].
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ULAs are straightforward to analyze. However, they are not suitable for GNSS applications as
these antenna arrays only have beamforming capabilities in a single dimension. GNSS signals can
originate from any direction above the horizon; hence, two-dimensional beamforming capabilities are
required. Therefore, uniform circular arrays (UCAs) are often used for GNSS receivers [38]. As the
beamforming properties of arrays are dependent on the array configuration, the performance of this
method will be fundamentally different. Figure 3 shows the expected behavior for a UCA under
similar circumstances.

200

150 1

Steering vector angle ¢ [deg]

0( L .. II 7
—N _t2 ne
el
et gt e e e e e el ,, \ :_ 8
e . |
| e oo . |
el 4
N =6
el
et e g2
It I
0 ‘ ‘ ‘ | I I I I

0 10 20 30 40 50 60 70 80 90
Spatial angle 6 [deg]

Figure 3. Spatial angle 6 vs. steering vector angle ¢, » for a UCA. (OIEEE. Reprinted, with permission,
from [22].

The previous two figures only show the ideal case of one signal being on the broadside of
the antenna array and the other signal moving relative to it. ULAs and UCAs have ambiguities:
two satellites at different locations can have similar steering vectors. The result is that these signals
would seem to be originating from the same direction and would be detected and classified as spoofed
signals. In order to reduce the false detection probability due to array ambiguities, the cumulative
distribution function (CDF) for all the difference angles are calculated. The CDF is used to summarize
the statistics for different array orientations, as the array steering vector is dependent on the array
geometry, orientation, and incident angle. Hence, the CDF represents the overage likelihood that
the difference value is below a certain value. More details of CDFs and statistical distributions are
presented in Section 5.

Figure 4 shows the CDF function of the steering vector angle for a UCA consisting of six elements.
The test angles are for a single cross-section consisting of all elevation angles and a single azimuth
value. The angles to which the CDF first achieves a value equal to one (i.e., 100 % certainty), follows
the ideal case as shown in Figure 3. However, it can also be seen that there are many cases where the
steering vector angle is spread which may result in poor performance in these cases.
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Figure 4. CDF of spatial angle 6 vs. the steering vector angle ¢y, for a UCA. ©IEEE. Reprinted,
with permission, from [22].

This analysis shows that the separation between the spatial and steering vector angle can be used
as a good detector to determine how similar the origins of two signals are. The detector threshold is
tuned according to a symbolic steering vector separation angle. This is the steering vector angular
threshold &y,:

Ath = cos (Gn) - (20)

This symbolic angle provides an intuitive understanding of how the detector functions, as opposed
to merely setting an arbitrary threshold value. The threshold is used to detect each value in the matrix
Crorm- If the value is lower than the threshold then the null-hypothesis Hy of no spoofing is accepted.
Otherwise, the alternative hypothesis Hj, where the signals have similar origins and are considered

spoofed, is accepted:
Hy
Chorm (1, m) = cos ($n,m) 5 ATh - (21)
1

A detection matrix D can be generated accordingly:

1, if Cnorm(n/ m) < Ath

D(n,m) = { 0, if Chorm(n,m) > Aty (22)

Both normalized the correlation matrix Chorm and the detection matrix D are used in the
subsequent sections to develop system-level detectors. As such, obtaining these matrices are the
first step for the subsequent blind detection methods.

4. System of Detections

In the previous section, single detections between satellite similarities were done. In this
section, three strategies to combine the matrix of results to improve spoofing detection are presented.
These strategies result in different metrics and features which can later be used for detection or further
statistical approaches.
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4.1. Fraction of Detections

The first method is to consider the number of detections in the upper triangle of the detection
matrix D. The size of the detection matrix D depends on the number of successfully acquired satellites
N;. The total number of detection values N in the upper triangle is:

No(Ns —1
N = M ) (23)
2

The detector observes the number of detections in this triangle. If at least M detections are
made, then the system is selected as being spoofed. If it is assumed that all of the satellites are either
completely spoofed or only real signals (i.e., no combined real and spoofed signals), the detection
probabilities for the system can be determined to be:

N
(M) — N p(ajsym p (ds)N 24
P = 1 () P@isps) )

where (z ) is the binomial coefficient, P (d|S) is the conditional probability that a value is detected d,

given that the signals are spoofed S. The inverse is indicated by d (i.e., it is not detected). Similarly, the

(M) (M)

probability of a missed detection P, the probability of false alarm Pp,’, and the probability of a

correct rejection PIgM) can also be determined:

M-1

piM — 20 (Z)P(d|5)mP(J|S)N_m (25)
N

P = Y ()P s p @) " (26)
M-1

M — ZO (Z)P(ms‘)mp(ﬂé)h’m 27)

This approach improves overall performance as it uses each combination of the satellites to verify
whether the complete constellation is spoofed or not. Thereby, false detections from spatially similar
satellites can be efficiently suppressed. Further, by combining all of the detections the overall system
improvement allows for increased tuning freedom within individual detection.

One issue of this approach of defining a minimum number of detection, is that the total number
of detectors N is inconsistent. The total number of detectors depends on the size of the matrix Cnorm,
which in turn is dependent on the number of satellites that were successfully acquired. To overcome
this, a fraction of detections % is used. This is called an M of N detector [39], but also referred to as
binary integration [40,41] or coincidence detection [42,43]. A fraction of detections % approach makes
the system independent on the number of detectors to evaluate, as it is normalized. For example, if at
least half of the values should be detected, then the system detector threshold is defined as % =1
If too few detections are made then the null-hypothesis Hy of no spoofing is accepted. Otherwise,
the alternative hypothesis Hj is accepted, where the signals have similar origins and are considered
spoofed. This can be formally defined as:

M IiJ Zn,mD(n/m) — Ns
N g 2N '

/\frac = (28)



Sensors 2019, 19, 5439 11 of 23

where D(i, j) is the i-th row and the j-th column of the detection matrix D (described in Section 3), and
Afrac is the detector threshold for the fraction of detections metric. It can further be simplified using
Equation (23):
Ho ¥, .. D(n,m)— N,
/\frac 2 n,mN N 1 >
H; S( s )

(29)

The fraction of detection is a simple yet effective method of combining multiple detectors.

4.2. Eigenvalue Based Detection

Eigenvalue methods can be used for detection [44,45]. Eigenvalue decomposition separates a matrix
to a set of orthogonal Eigenvectors and Eigenvalues. The magnitude of each Eigenvalue describes the
contribution of the associated Eigenvector to the original matrix. The Eigenvalues are the characteristic
roots of the system [46], whereby the distribution of the Eigenvalues describes the coherency of the
elements of the linear system they represent. It directly links to the rank of the matrix. As such, these can
be effectively used to detect the monotonicity of the matrix. Eigenvalue decomposition is described as:

A=QAQ!, (30)

where A is the matrix to be decomposed, Q is a matrix where each column is a unique Eigenvector,
and A is a diagonal matrix containing the Eigenvalues. For the remainder of the analysis, it is assumed
that the Eigenvalues are placed in descending order. The maximum Eigenvalue to the mean of the
Eigenvalues is used as a detection method [47]:

Ho A A(1,1
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where Aejg is the detection threshold, A, is the largest Eigenvalue, A; is the i-th Eigenvalue from the
matrix, and N is the number of Eigenvalues. If the largest Eigenvalue is similar in size to the mean
of the Eigenvalues and consequently below the threshold, the null-hypothesis Hj of no spoofing is
accepted. Otherwise, the alternative hypothesis H; is accepted.

4.3. Clustering and Community Based Detection

As spatial spoofing detection evaluates the similarity of the array steering vectors, a simple
expansion thereupon is to attempt to cluster the array steering vectors together. This is a measure of
how well the satellites can be grouped. The Louvian clustering algorithm is an iterative algorithm
that optimizes the modularity of a data set [48,49]. The data set consists of several nodes and edges
(links) between these nodes. Highly connected nodes are grouped into communities by this algorithm.
This means that correlated nodes would be grouped in communities making this algorithm ideal for
identifying “spoofing communities”. This allows the algorithm to identify which subset of satellites
are spoofed and which are the real GNSS signals. At the same time, the modularity of the data set is an
indication of the connectedness of the nodes. Hence, high modularity indicates that the nodes can be
grouped efficiently into communities, whereas low modularity indicates that the data is highly random
and not simply grouped into communities. Further, as the nodes are grouped into communities, the
possibility to detect multiple spoofing transmitters is also possible (i.e., where a spoofer uses two
or more antennas to transmit a subset of the signals). However, this phenomenon requires further
investigation and is suggested for future research.

This algorithm requires a matrix A which contains the weight of the edges between each of the
nodes. The higher values in this matrix corresponds to stronger links between the nodes. This is
represented by the column and row of the matrix. Further, this algorithm requires a vector ¢ which
contains a list of the different communities.
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Maximizing the modularity of the data set achieves effective clustering. The modularity Q is
defined as: ek
1 iKj
Q= %; (Al] — 21”)’1) 5(C1’,C]‘) , (32)
where m is the total connectedness between all of the nodes:
1
ij
and k; is the connectedness of the i-th node to the other nodes and is defined as:

ki =Y Ajj. (34)
j

Lastly, 6(+) is a modified Dirac function and is defined as:

1, ifc;=c¢;
o(eircj) = { 0, otherwi]se ’ (35)

At the start of the clustering process, all of the nodes are placed in separate communities.
The initial modularity Q for the system is calculated. Systematically, each node is then moved
to different communities. The community which results in the greatest increase of system modularity
Q for each node is then selected as the new community for that node. When all of the nodes have
been adjusted to the optimal community clustering, a new system is formed by grouping nodes from
the same community. Thereby, implicitly reducing the dimensions of the matrix A in each iteration.
Thereafter, the process is repeated until no improvement of the modularity Q is achievable. As the
algorithm iterates, similar communities are clustered together to form new and larger communities.

To apply the Louvain algorithm to the spoofing values, the normalized correlation matrix Cnorm
or the detection matrix D can be selected as the edge matrix A. Using the normalized correlation
matrix Cporm Will have more dynamics and information about the values; however, it would require
more processing. Using detection matrix D will be faster, but as small matrices are used (the Louvain
algorithm was developed to address millions of nodes), thi